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Conclusions
• We proposed GENI, a novel graph neural network that 

estimates node importance in knowledge graphs
• GENI shows superior performance on both in- and out-of-

domain prediction tasks

• A knowledge graph (KG) is a multi-relational graph 
representing facts in the form of “<subject> <predicate> 
<object>”

• Important for recommendation, Q/A, semantic search, etc
• Product Graph (Amazon), Freebase (acquired by Google), 

Satori (Microsoft), YAGO, DBpedia

How to Estimate Node Importance in KGs? 
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GENI Architecture
Case Study on TMDB5K
Top-10 movies (in-domain estimation) Top-10 directors (out-of-domain estimation)

Problem Definition

Proposed Method: GENI

Given a KG [ = (S, ] = ]4, ]Y, … , ]_ ) and importance
scores {2} for a subset SN ⊆ S of nodes, learn a function
a: S → [0,∞) that estimates the importance score of every
in KG.

2ℓ 5 = T
#∈> " ∪{"}

!"#ℓ 2ℓ34(:)

2f 5 = ScoringNetwork(p⃗")

Desiderata for Modeling 
Node Importance in KGs
• Neighborhood Awareness
• Making Use of Predicates
• Centrality Awareness
• Utilizing Input Importance 

Scores
• Flexible Adaptation

Score Aggregation (SA) Head
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Method Comparison

Overview
• GENI is a semi-supervised graph neural network (GNN)-

based method that learns node importance
• GENI satisfies the above requirements

In-Domain Regression Performance

Models the relationship between the 
importance of neighboring nodes

Models how predicates affect the importance of neighboring 
entities using self-attention mechanism

Makes use of the fact that the importance 
of a node normally positively correlates 
with its centrality in a network

Estimating Node Importance in Knowledge Graphs Using Graph Neural Networks
Namyong Park1,2, Andrey Kan2, Xin Luna Dong2, Tong Zhao2, Christos Faloutsos1,2

1. Carnegie Mellon University, 2. Amazon
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Out-Of-Domain Prediction Performance
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*NN (Neural Network), LR (Linear Regression), PPR (Personalized PageRank), GAT (Graph
Attention Networks), RF (Random Forests), HAR (Hub, Authority, and Relevance), PR (PageRank)

In-and Out-Of-Domain Evaluation
Given importance scores for some nodes SN ⊆ S of type q (e.g.,
movies), predicting the importance of nodes of type q is called an
“in-domain” estimation, and importance estimation for those
nodes whose type is not q is called an “out-of-domain” esti-
mation.


